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PREFACE

About this document

Thisbest practices guiddescribes how to integrate VMware vSphere 5.x or later with
NexentaStor 4.@, utilizing NexentaStor as a backend storage for virtual machine storage.

Audience

This document is intended f@ystem administrators that want to integrate NexentaStor with
an existing VMware vSphere installation.

It is expected that the reader is experienced with VMware vSphere and has basic knowledge of
NexentaStor

How to @mntact Nexenta

For general questions or sales inquires pleasesases @nexenta.conor the contact forms at
http://nexenta.com/contactus.

For support and services inges, please ussupport@nexenta.com
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External References
For additional information, please see the following documents:

Nexenta website www.nexenta.com

VMware website www.vmware.com

NexentaStor Downloadnd Documentation http://nexenta.com/products/downloads/nexentastor
VMwarevSphere Downloads https://www.vmware.com/go/downloadvsphere

Document History

December 2015 Initial version
1.1 December, 2015 Updated Versions Tested

Versions Tested

4.0.4 5.5, 60
4.0.4FP1 5.5,6.0
4.0.4FP2a 5.5, 6.0
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OVERVIEW

This guide lists recommendations and guidelines for deploying and configuring NexentaStor
storage in your high availability VMware vSphere environment.

NexentaSystems provides enterprise class storage within the complexities of the enterprise
environment. Business requirements constantly challenge IT management to provide a level of
high availability, while simultaneously reducing costs. To this end, storageoimmodity, one
where costs must decrease without negatively impacting availability.

Server virtualization is the @Rcto standard for reducing server hardware costs. VMware is the
leader in server virtualization with their vSphere product suite. As Vidwarecognized as the
leader in server virtualization, Nexenta is recognized as the leader insifemare defined
storage

NexentaStor is a cost effective storage solution for VMware vSphere environments. It provides
storage administrators with enhanddlexibility so they can meet their customer requirements.
The basic NexentaStor product includes iSBSEand SMBsupport. You can enable Fibre
Channel (FC) support through an optional licensed-piug

NexentaStor Advantages
NexentaStor improves theSphere environment by providing:

VirtuallyUnlimited snapshots

Multiple levels of RAID suppoi®ifigle (RAIDS), Double (RAID6), Triple R@riyay mirrors
(RAID1Y

Integrated replication

Userfriendly Web GUI

Reporting

NexentaStor rhanced data proteabn features include:

Data integrity
Thin provisioning
Fault management

Optional NexentaStor plugins support:
HighAvailability
FC Target

Document Highlights

Best practices and recommendations for deploying VMware vSphereith a NexentaStor
4. xArray

Tuning options and deployment methods for NFS and iSCSI protocols in production
environments

VMware cluster recommendations for high availability and load balancing
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Utilizing vSphere API Array Integration with NexentaStor

Prerequisites

This section listthe prerequisites that must be set up before you can implement the suggested
solutions in this documentation.

VMware vSphere Infrastructure—Set up a VMware vSphere Hypervisor and configure all
appropriate management software to include VMware vCenwaw&r as Windows or Linux
Based Install.

NexentaStorArray — Set up aHighly Availabl&exentaStoArraywith at least 2 available
10GbEinterface per controller

Network — 10GbENetwork Infrastructure capable of supporting Link Aggregation (LACP)

Additional Information

VMware Documentation

1 https://www.vmware.com/support/vsphere/
NexentaStor Installation Guide

91 https://nexenta.com/products/downloads/nexentastor
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ARCHITECTURAL DEFREROMMENDATIONS

This chapter lists recommendations for using storage and network hardware with NexentaStor.

Storage Recommendations

Virtualized environments often mask the spectfiorage needs of an application, however this
is not the case for some specific workloalislight of this standardization Nexenta
recommends the following minimum configurans for VMware environment®lexenta
maintains an extensive list &feference Achitecturesthat utilize industry standard x86 servers
and JBODs. The current list can be found at:

http://info.nexenta.com/rs/059 -GUR-914/images/NexentaStor  -HCL.pdf

The folbwing combination and sizing is critical to meet the demands of data reduction
operations as well as overall performance in large deployments of a virtual infrastructure. The
minimumrecommended configuration sReference Architecturéuild with at least

Dual Controllers (HA Configuration)
At least two 2.4GHz or faster Intel® Xeon CF

per NexentaStor head Figurel: Typical HA Configuration with Multiple JBOD:
At least two 2.4GHz or faster Intel® Xeon CF NexentaSto NexentaSto
per NexentaStor head ——

At least 128GB of DRAM memory per head
with a maximum of 256GB

A mirrored disk pool of (at least) TwentyKLO
or 13XRPM SAS Hard Drives or ForBK7
RPMSASIisk drives

o0 Include amadditional 2 drives for
hot spares

At least two writeintensive SSD for Log
devicesn a mirrored configuration

Two 1@GbENetwork interfaces
Latest NexentaStor version
Usethe Performance based (mirroredrofile

The high random 1/O patterns of virtuiafrastructuresdemand high storage performance and
is best satisfied with a mirrored storage profiléhis performance based dataset will produce
high availability as well as fast access distributing the data loszsa multiple redundancy
groups.

For the highest level aksiliencyit is advised to spread thgool acrossmultiple JBOBto
eliminate single points of failure.

© 2015 Nexenta Systems. Page7
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Network Recommendations

The followinggecommendations will ensure that NFS and iS@8ic will be designed to
achieve high availability and present no single point of failure

1 10GbEPhysical Switches

9 Separate the backend storage NFS and iSCSI
network fromany client traffic. This can be done
using VLANSs, network segmentation, or dedicate
switches. This will allow for maximum performant
and prevent unwanted access to your storage
environment.

1 Do not oversubscribe the network connection
between the LAN switch and the storage array. shara storsge

i1 Retransmitting of dropped packets can affect the
performance of systems that are using VMDKs
(Virtual Machine Disks).

i Check the current physical port settings the
used switches, and if STP is deployed make sure
the ports are configured as PortFast. This enable
the switch to sethe forwarding state immediately,
instead of going through the listening, learning,
and forwarding states.

1 Use LACP for port aggeggpn and redundancy.

This provides better overall network performance
and link redundancy.

Figure2: High Availability Network Configuration

Redundant ESX Hosts

NexentaStor HA Controllers

© 2015 Nexenta Systems. Pages
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NFS STORAGE CONFI&UEGN

This chapter includes the following topics:

About NFS Storage Configuration

NFS Configuration in NexentaStor

Creating a Volume & NFS Share in NexentaStor

NFS Protocol Settings within vSphere

Adding NFS Storage to the vSphere Server using traditional client

About NFS Storage Configuration

This chapter describes adding NFS storage from a Nexenta®égrto the VMware vSphere
environment. It also contains configuration settings for using NFS storage with NexentaStor.

NFS Configuration in NexentaStor

Configuring the NFS Server version

Up until version 6.0 VMware dnsupported NFS version 3. To ensure iafeerabilitywith all
versions we recommend that you reduce the maximum Client and Server version

ClickData Management> Shares

In the NFS Server pane, cli¢&nfigure
1 Select3for the Highest Server Version
1 Select3 for the Highest Client Version

NexenteStor 4 NFSD Default Setting

We have determined that the defaulCbncurrent NFSD Servérand "Concurrent
LOCKIservers settings for NexentaStor versions 4.0.1 through 4BP3l may be too small
for typical NFS workloads. These settings limit the maximumber of NFS server and
lockdaemon threads that may be concurrently executing. The defaults for both of
thesesettings have been increased 266in NexentaStor 4.0.4.

We strongly recommend that all NFS users still using the de@aturrentNFSD5erversand
Concurrent LOCKD Servessttings in NexentaStor versions 4.0.1 throdigh.3FP4 increase
the settings immediately. Increasing these settingesiwot require a reboot, but may result in
a small delay or interruption to NFS clients. Titerruption will be 5 seconds or the duration
of the client timeout,whichever is greater. We recommend that any system configurations
changes follow change control procedures and be performed in a maintenance window.

To configure the settings, use NMV:

ClickData Management> Shares

In the NFS server panel, clicknfigure

Review theConcurrent NFSD Servesstting; if it is 16, change the value 256.
Review theConcurrent LOCKD Servesstting; if it is 16, change the value 266.

© 2015 Nexenta Systems. Paged
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1 ClickSave the changes will take effect immediately

Create Network Aggregate

By creating a network aggregate the NexentaStor array will be able to provide betsall
network performance and link redundancy.

ClickSettings> Network
In the Network pane clickCreate

Thiswill bring up the Create Network Interface

Figure3: Create Network Interface

Interface Type | sqgregated

Type of new interface: single, aggregated or ipmp

Aggregation-Capable Devices ight A
ighl
igh2 v

Available capable interfaces. Select just one for single type or two or more for aggregati

Link name \ymagqr1 |
Optional link name for the new interface in format <name=<num=. Default value is aggriN v

LACP mode

LACP mode for aggregated interface: off, active (the system generates LACP packages)

Configuration Method

Network Interface configuration method: static or dynamic (via DHCP).

IP Address [103.168.78.60 |
Statically assigned IPv4 address in a dot-decimal notation (3#.##.#).

Subnet Mask [355 755.255.0 |
Statically assigned subnet mask in a dot-decimal notation (#.#.##%).

1 Interface Type Aggregated

1 Aggregation Capable DeviceSelect the two network interfaces you wish to
aggregate together. Use the CTRL key to nsaléct

1 Link Name This is optional, if you want to provide a name it must be in the format
of <name><num> (vmaggrl)

1 LACP ModeActive (Make sure the switch is set to active mode)
1 Configuration Method Static or DHCP
i If Staticis selected entetP Addressaand Subnet Mask

1 Click Add Interface

This process needs to be performed on both controllers within the HA configuration

Creating a Volumé& NFS Share iNexentaStor

A Volume is a collection &fedundancysroups that data istripedacross. When creating a
Volume you will want to create a number of Redundancy Groups (misimgle, double and

triple parity) and then create the Volume across those. The following steps outline the process
to create VolumesFor VMware deployments you will want to use thafBemance Based

(Mirrors) Profile.

© 2015 Nexenta Systems. Pagel0



O nexenta

Global Leader in Software Defined Storage.

Qeate an volume

9 ClickData Management Datasets.
9 In the Volumes pane, clickreate

9 This will bring up thelatasetcreation wizard
Figure4: Dataset creation wizard

CREATE NEW VOLUME

MNarme: vmware_vol
Failure dorrain: jbod b
Profile: @ performance

() Balanced

(0 Capacity
Data disks 1TB 7200RPM b 30,."42a
Spare 26 a I Data 13.6TB . Parity 13.6TB

l Spare 1.82T8 | Log 7.45GB
Cache disks 100GB v Il 4/4 =
Cache 373GB

Log disks 8GB v 1272 =

Show disk layout Create

Name: Provide a name for your volume

Failure Domain If the NexentaStor Array has methan oneJBOD the volume
creation wizard wiltry to split thevolume across those JBODs eveBly distributing
the volume across the redundant JBODs NexentaStor promoes storage
resource and improved performance, load balancing and overall better throughput
Profile : Performance

Data Disks Select disk capacity and use the slider to indicate how many of the
available devices to use

Spare: Use the slider to select how many drives to useSparesThis can be any
number up to 6At least two drives should be selected.

Cache DisksUse the slider to select how many drives to use for CaBlased on
the minimum requirements Nexenta reconamds not using Cache drives for
virtualized environments

Log Disks Use the slider to select how many drives to use for. Lhgs needs to be
at least twodrives. NexentaStor creates a mirror of these drives to ensure
performance even in the event of ad device failure

9 ClickCreate

Createa share

© 2015 Nexenta Systems. Pagell
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9 ClickData Management> Shares
9 Inthe Folder pane, clidBreate
1 Select &/olumefrom the dropdown
9 RecordsizeForhigh I/O environments Nexenta recommends a setting3@K Forhigh
throughput environments Nexenta recommends this be sefl&8K
1 SetCompressiorto LZ4 LZ4 is considered a very high performance compression
algorithm with very little overhead on the system
1 DeduplicationOFF

Figure5: Folder creatiorscreen

CREATE NEW FOLDER

@ For advanced options, please consider using Mexenta Management Console (NMC). With NMC you will be able to it

Volume | ymware_val | v

Folder's volume.

Folder Name [ smware_nfs_share |
Each folder pathname’s component delimited by backslash (/) can only contain alphanumeric characters (a-z, A-Z
Folder pathname must begin with an alphanumeric character and not contain a percent sign (%).

Description [Share for ESX VMs |
Human-readable description for this folder.

Record Size

Specifies a suggested block size for files in the folder. Default is 128K,

i

Provide a hint to ZFS about handling of synchronous requests in this dataset. If logbias is set to latency (the defau
synchronous operations for giobal pool throughput and efficient uze of resources.

oesucate
Controls the deduplication option for thiz dataset. If enabled, it will optimize use of duplicate copies of data. Default
Controls the compression algorithm used for this dataset. Default is "on™. Setting compres=ion to "on™ uses the Izjp

Number of Copies
Controls the number of copies of data stored for this dataset. Default is ™17,

case s
Indicates whether the file name matching algorithm used by the file system should be case-sensitive, case-insens
Unicode Only

Enable it if you want to exclude non-Unicode file names creation for this folder. If set, this option will ensure better

e

Controls synchronous requests (standard - ensure all synchronous requests are written to stable storage; alway

L Create J

9 Accept the defaults or enter appropriate values for the remaining options.
9 ClickCreate
Sharethe folder via NFS

9 ClickData Management> Shares
1 Click theNFScheckbox
1 Confirm the NFS enablement
1 Set"'nbmand' property to ‘on"
Editing Folder Options

9 ClickData Management Shares

© 2015 Nexenta Systems. Pagel2
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9 Click the Name of the folder you wish to edit

1 This will bring up the Edit Fold&creen
Figure6: Folder Properties

EDIT FOLDER: VMWARE_VOL/VMWARE_NFS_SHARE

Read-Only Parameters:

Name Value

name vmware_vol/vmware_nfs_share
creation Mon Nov 2 10:31 2015

used 31K

available 17.8T

referenced 31K

compressratio 1.00%

mountpoint fvolumes/vmware_vol/vmware_nfs_share
casesensitivity mixed

Note: The mountpoint property will be used when setting up the NFS share on $éhosts
T You can modify such options as Record SinepressionQuota or Rea®nly properties

Editing NFS Option

By default, anyone can access the newly created NFS share. To prevent unwanted access the
sharing properties need to be edited.

9 Inthe NFS column, cliédit

1 DeselectAnonymousand Anonymous Read\rite

9 GrantReadWrite access to ESX servers Networks(e.g.@192.16878.4Q
@192.168.78.0/2%

1 GrantRoot priviledgesto ESX servers or Networks (e.g. @192.168.78.40,
@192.168.78.0/24)

For additional information on all of these options please refer to the User Guide located at
https://nexenta.com/products/downloads/nexentastor

© 2015 Nexenta Systems. Pagel3
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Figure7: Editing NFS Access Rights

SUMMARY INFORMATION: FOLDERS

[ Folder Auto Service Refer Used Avail CIFS NFS
) vmware_vol/vmware_nfs_share - 31.00 KB 31.00 KB 17.80 TB O Edit

Figure8: Disabling Anonymous Access

Auth Type ® Use AUTH_SYS authentication. The user's UNIX user-id and group-ids are passed in the clear on the network, unauthenticated by the NFS server.
Use null authentication (AUTH_MOMNE). MNFS clients using AUTH_MNOMNE have no identity and are mapped to the anonymous user ‘nobody’ by NFS s
Use a Diffie-Hellman public key system (AUTH_DES)

Use Kerberos V5 protocol to authenticate users before granting access to the shared filesystem.

Use Kerberos V5 authentication with integrity checking (checksums) to verify that the data has not been tampered with.

() User Kerberos V5 authentication, integrity checksums, and privacy protection (encryption) on the shared filesystem.

Sharing uses one of the specified security modes. Current: sys.

Anonymous [ |
Grant access to unknown users and recognize them as anonymous user 'nobody’. Set this option to "false’ to deny anonymous (unknown user) access.

Anonymous Read-Write []
Allow anonymous access to this share. Shared top-level directory will be granted read-write access for anonymous user ‘nobody’. If recursive share mode is set to true,
to future sub-folders wil not be allowed until explicitly requested. The anonymous user name is ‘nobody”.

Read-Write [§192.168.72.40:8192.168.78.0/24

Specify Read-Write access list. Overrides the 'Read-Only’ field for the clients specified. The list contains zero or more colon-delimited netgroups, hosts and/or networks/s
Read-Write access for all

Read-Only

Specify Read-Only access list. Overrides the "Read-Write® field for the clients specified. The list contains zero or more colon-delimited netgroups, hosts and/or networks/s

Root @192.168.78.40:@192.168.78.0;"24l

Only root users of the hosts specified in this list have root access. For this option to work, appliance domain name MUST match client's domain name. By default, no host |
netgroups, hosts andfor networks/subnets, for instance: netgroup-engi ing:@10.16.16.92:nas1 local.net:@192.168.0.1:@192.168.1.0/24.

NFS Protocol Settings within vSphere

Configuring NFS protocol within vSphere is a critical component of a successful deployment
with NexentaStor. To ensure high availability of your storage with a vSphere environment it is
critical to follow the knowledge base articles and settings below.

VMware NFS connectivity issues on NexentaStor with ESXi 5.x and 6.0

ESXi default setting may result in NFS connectivity issues and "all path down" (APD) events.

http://kb.vmware.com/selfservice/microsites/search.do?cmd=displayKC&docType=kc&external
Id=2133025
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vSphere Advanced Settings

Table Ibelow shows the Advanced Settingpsit should be modified prior to putting any
production data on the aay. To alter the parameters listed, go to the VMware vCenter 5.x
server and select a VMware server. Select@efiguration tab and within theSoftware
sectionclick onAdvanced Settings

© 2015 Nexenta Systems. Pagel5
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Figure9: Accessing ESX Advanced Settings

Getting Started | Summary ' Virtual Machines ' Performance
Hardware View: |vSphere Standard Switc
Processors Networking
Memary
Storage
» Networking Standard Switch: vSwitch
Virtual Machine Port Group
Stol Adaptel
1ag= AdapLErs 3 VM Netwark
Metwork Adapters

[ |2 virtual machine(s)
replica-c0cb07 1c-df 72-4c0e-
UniFi Controller for Window

Advanced Settings

Power Management

Software WMkame! Port
L3 Management Metwaork
Licensed Features wmk0 : 10.16.84.61
Time Configuration feB0::225:90ff:fef9:741d

DMS and Routing

Authentication Services

Power Management

Virtual Machine Startup/Shutdown
Virtual Machine Swapfile Location
Security Profile

Host Cache Configuration

System Resource Reservation
Agent VM Settings

Advanced Settings

Note: These steps need to be performed on all hosts that will be accessing the Nexenta storage. This change
requires a reboot

Figure10: VMware NFS Advance Settings

- FT w | Min: 1 Max: 10 ~
.. HBR
-~ Irg NFS.HeartbeatTimeout I 5
- 15CSI
. LPage Timei ds before ding 1 i i
- LS0M Min: 3 Max: 30
-~ Mem
:[gme NFS.LockRenewMaxFailureNumber I 3
isc
Net Number of update failures before a disk file lack is declared stale
- NF541 Min: 1 Max: 100
- Nmp
- Numa NFS.LockUpdateTimeout I 5
- Power
. RdmFilter Time {in secands) before we abart an outstanding lock update
Scr_atchCnnﬁg Min: 1 Max: &
- Scsi
- Security
NFS.LogNfsStat3 I
- SUnRPC "L 0
- SvMotion Log nfsstat3 code
[l Sysleg
- User Min: 0 Max: 1
UserVars
VBLOB NFS.MaxQueueDepth |—4294967295
- WFLASH
- Virsto Maximum per-Volume queue depth
- VMFS Min: 1 Max: 4294967295
- WVMF53
&l VMkemel NFS.MaxValumes I )
- YSAN
- XvMaotion Maximum number of mounted NFS v3 volumes
v v
cos

Tablel:Reccomended NFS and TCPAgttings for vSphere

OPTION

Nfs.heartbeatfrequency 20

© 2015 Nexenta Systems. Pagel6
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Nfs.heartbeatdelta 12
Nfs.heartbeatmaxfailures 10
NFS.HeartbeatTimeout 5
Nfs.Sendbuffersize 264
Nfs.Receivebuffersize 256
Nfs.MaxVolumes 256
Net. TcpipHeapMax 128
Net. TcpipHeapsize 32

Adding NFS Storage to the vSphere Semnvging traditional client

9 Connect to thevCenterserver through the vSphere Client.

1 Seletthe IP address for the Server
Figurell: vSphere Clienlogin

vmware

VMware vSphere™

(lient

@ All vSphere features introduced in wSphere 5.5 and beyond are
available only through the vSphere Web Client. The traditional
vSphere Client will continue to operate, supporting the same
feature set as vSphere 5.0,

wiCenter Server,

User name:

Password:

To directly manage a single host, enter the IP address or host name.
To manage multiple hosts, enter the IP address or name of a

IP address / Name: IlO.].G‘Eq.lOI LI

Iadmlmstratcr @vsphere.local

™ Use Windows session credentials

9 ClickView > Inventory > Datastore and Datastore Clusters
1 RightClickon yourDatacenterand selectAdd Datastore

o

0]
0]
0]

Select the Host you want to have access to the NFS datastore
ClickNext

SelectNetwork File Systenas the Storage Type

ClickNext

© 2015 Nexenta Systems. Pagel7
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Figurel2: NFS Storage Type

(%5 Add Storage [_ O] ]

Select Storage Type
Specify if you want to format a new volume or use a shared folder over the network.

= NAS Storage Type

Network File Syst
Ready o Compicte € pisk/Lun
) Create a datastore on a Fibre Channel, iSCSI, or local SCSI disk, or mount an existing VMFS volume.

" Network File System
Choose this option if you want to create a Network File System.

Help <eack [ mext> | concel

Enter the following information

0 Server: This is the IP or the DNS resolvable name of the NexentABtor

o Folder: This is the full patho the NFS share we created earlier. This path will be
/volumes/<volume_name>/<shar@mame> (e.qg.
/volumes/vmware_vol/vmware_nfs_shaye(SeeEditing Folder Optionf®r this
information)

o Datastore Name This is a name used inside of vCenter to identify the storage
Figure13: NFS Connection Properties

Locate Hetwork File System
Which shared folder will be used as a vSphere datastore?

Select Host —Properties
B NAS
Network File System

Ready to Complete Examples: nas, nas.it.com, 192.168.0.10r
FEB0:0:0:0: 2AA:FF.FESA: 4CAZ

Server:  [192.168.78.55

vaoIumasjvmware_vouumware_nfs_share

Example: fvolsfvol/datastore-001

™ Mount NF5 read only

A If & datastore already exists in the datacenter for this NFS share and you intend
to configure the same datastore on new hosts, make sure that you enter the
same input data (Server and Folder) that you used for the original datastore.
Different input data would mean different datastores even if the underlying NFS
storage is the same.

—Datastore Name

MNexenta NFS Share

< Back | Next > I Cancel

0 ClickFinish

© 2015 Nexenta Systems. Pagel8



(p nexenta

Global Leader in Software Defined Storage

ISCSETORAGEONFIGURATION

This chapter includes the following topics:

About iISCSI Configuration

Adding Remotdnitiators to NexentaStor

Create an Initiator Group

Create a Target Group

Creating a ZVOL

Configuring iISCSI in vSphere Ttautial Client

Adding iSCSI Servers to ESX Hosts

Adding iSCSI Storage to the vSphere Server using traditional client
Using VAAI for Block Storage

Validate VAAI is Enabled

AboutiSCSConfiguration

The following items represent the best practices and recommendations when using iSCSI to
access storage.

Ensure that each ESX host has at least one d@bHERIC
Use at least two pysical IP network switches.

On the NexentaStor Storagerayside make sure you have at a minimafrone LACP pair
of 10GbENICs, attached to physical switches and a working-ploannel group

Ensure that your iISCSI network has enough throughput andal@nwcy to handle iISCSI
traffic
Isolate the iSCSI traffic through different VLANs and/or VMware vSwitches for iSCSI

Configure VMware iSCSI in port binding mode to achieve best performance. This also
provides load balancingf the I/O traffic betweerpaths and failover

Change the storage array type to VMW_SATP_ALUA

Change path selection policy VMW_PSP_MRU to VMW _PSP_RR, and verify that all NICs are
balancing the /O traffic

Adding Remote Initiatorso NexentaStor
A remote initiator permits the vSpheerver to access storage on the Nexenta®toay.

ClickData Management SCSI Target
1 IntheiSCSpane, clickRemote Initiators
1 ClickCreateto create a new remote initiator

1 Typeanamefor the remote initiator (This is the IQN of the iISCSI software adapter,
ign.199801.com.vmware:esx9850a8¢

9 ClickCreate
Repeat this process for all ESX HOSTS that will be accessing the iISCSI storage
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Create an Initiator Group

An Initiator Group contyls who can see iISCSI devices (ZVOLSs) on the network. By using Initiator
Groups the administrator can control access to iISCSI presented luns.

9 ClickData Management> SCSI Target
1 IntheSCSI Targgtane, clicknitiator Groups
1 Type anamefor the group

1 Select theRemote Initiatorsfor the ESX hosts you want to add to this group
Figurel4: Creating Initiator Groups

L S LT B Data Management @0 WGETT D

[{jDatasets [if Shares 3¢ SCSITarget %3 Auto Services ¥ Runners

SCSI Target v CREATE NEW INITIATOR GROUP

Mappings —Parameters
Manage mappings.

Group Name yMware_Hosts |
Name of the initiater group.

Initiator groups
Manage groups of remote initiators.

Target groups Additional initiators |
Manage groups of local targets.

ECEEEY | e e

# Remote Initiator
1 ign.1998-01.com.vmware:esx2-7 1fecefa

View
View zvols.
2 ign.1998-01.com.vmware:esx1-49850a8e

Create
Create a new zvol (virtual block device).

. Create |
Remote Initiators

M ClickCreate

Create a Target Group

A Target Group allows you to specify which IQN an iSCSI device is presentethioprovides
another layer of segregation on the storage array. We are going to create a single Target Group
that includes the default IQN of tidexentaStoArray

9 ClickData Management> SCSI Target
1 IntheSCSI Targgtane, clicklargetGroups
1 Type anamefor the group
1 Select theTarget
9 Click Create
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Figurel5: Creating Target Groups

About | Support | Add Capacity | Register | Help

L R EVTEN R LR Data Management (0 JUGET T
iy Datasets [y Shares 3% SCSITarget % Auto Services %% Runners

SCSI Target - CREATE NEW TARGET GROUP
Mappings —Par ters

Manage mappings

Group Name

Initiator groups Name of the target group.

Manage groups of remote initiators.

Target groups
Manage groups of local targets.

—Targets

Type Target

Local ign.2010-08.0rg.illumos:02:9chbad96a7-bdob-c2d5-e113-fb75523e23bc
View
View zvols.

Create
Create a new zvol (virtual block device).

Creating a ZVOL

TheZVOlLis a virtual block device that you access through iSCSI.

9 ClickData Management> SCSI Target
1 IntheZVOLgpane, clickCreate
9 Use the following settings when creating a new ZVOL.:

1 Name This is something that can help identify the iISCSI device oNglkentaStor
Array

Size XXTB (GB,TBhis is the size of the iISCSI disk you are going to present
Initial Reservaon: No— This is for thin provisioning.

Block size32K(High 1/0)¢ 128K (High Throughput)

Compressiont.Z4

91 DeduplicationOff

= =4 =4 A

For all other settings, accept the default or edit the valuagpgsropriatefor your network.
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Figurel6: ZVOL Creation Options

CREATE A NEW ZVOL (VIRTUAL BLOCK DEVICE)
o

Zvol's volume.

Name |iscsi_vol

Unique path within the ZFS namespace. LUN name can only contain alphanumeri

Description iSCSI Disk presented to

Human-readable description for this zvol.

Size |gTR
Maximum size of the LUN, &.g.: 2TB, 100GB, S00M, 100K. If "sparse’ mode is not

Initial Reservation [vas v
Say ‘No' to create a "sparse” (that is, thinly provisioned) zvol with ne initial reser

Block size | 3px v
Specifies a suggested block size for the LUN. Default is 128K.

Compression 174 |

Controls the compression algorithm used for this dataset. Default is "on™.

Deduplication [ o

Controls the deduplication option for the volume. If enabled, it wil optimize use of

I

Log Bias | | atency v
Provide a hint to ZFS about handling of synchronous requests in this dataset. If |
synchrencus operations for global peol throughput and efficient use of resource

Humber of copies |1 |
rols the number of copies of data stored for this dataset. Default is ™1,

nI
&
=

Sync | standard | v
Contrels synchronous requests (standard - ensure all synchronous reguests an

| Create |

9 ClickCreate

Mappingan iSCSI Target

9 ClickData Management SCSI Target

1 IntheSCSI Targgtane, clickMappings
If no mappings currently exist click thREERHNk to create a new one
Select thezvolyou want to share from the drop down menu
Select thdnitiator Groupyou want to have access to the Zvol
Select theTarget Groupyou wish to present from
LeaveLun#and Serial Numto Auto
ClickCreate
Repeatthis process for all iISCSI devices you wish to share

= =4 =4 -4 -4 8 9
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Figurel7: How tomapa ZVOL

| Create new mapping

Zvol:

| vmware_vol/iscsi_vaol

Initiator group:

| VMware_Hosts

Target group:

| Nexenta

LUN #:

|<¢'-\UTO

Serial Num:

[<auTO>

| Create || Cancel |

ConfiguringiSCSI in vSphere Traditional Client

9 To configure iISCSI in vSphere:

1 Log in to the vSphere server
Select thevSphere server(not a VM)
ClickConfiguration> Storage Adapters

T
T
1 ClickAdd
il

ClickOKto add the software iISCSI Adapter, if it is not already present.
1 Write down the IQN associated with the newly created iISCSI adapter

Figurel8: Adding the iISCSI Softwareapter

etting Started | Summary | Virtual Machines | ResourceAllocation | Performance [ lTNE L. Local Users & Groups | Events | Permissions

e Storage Adapters
Health Status Eo— _— Lo
o ICH10 6 port SATA AHCI Controller
rocessors ) hBa0 Blo
Memor
Stora : @& vmhba32 Bloc Add Stoeos Adcpter
o : " © vmhbas3 Blodl| & add Software iSCSI Adapter
shworkiia @ vitinu Bl oftware i lap!
» Storage Adapters @ vmhba3s Bloclll ¢ Add Software FCoE Adapter
Network Adapters @© vmhba3s Blod|
Advanced Settings MegaRAID SAS GEN2 Controller OK I Cancel Help
Power Management ® vmhba3 SCS!
Software l

Figure19: Finding the IQN of the iISCSI Software Adapter

Storage Adapters

Device | Type | WWN

isCsI software Adapter

@ vmhba37 iSCSI ign.1998-01.com.vmware:esx1-49850a8e:
ICH10 6 port SATA AHCI Controller

{5 vmhbao Block SCSI

{3 wmhba32 Block SCSI
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Modify AdvancedProperties for iISCSI Interface

Alter the following iISCSI software parameters listed in the following table.

Table2: iISCSI Software Parameters

‘ ISCSI ADVANCED SETTINGS OPTION VALUE

MaxOutstandingR2T 8
FirstBurstLength 16777215
MaxBurstLength 16777215
MaxRecvDataSeglLen 16777215
RecoveryTimeout 120

To perform this taskiight-clickon youriSCSI interfacethen click orPropertiesand Advanced
options
Figure20: Advanced Settings for iISCSI Parameters

@ iSCSI Initiator (vmhba37) Properties  * = B

General |Network Configuration I Dynamic Discovery I Static Discovery I
—iSCSI Properties
Mame:
Alias:
Target discovery methods:

— Software Initiator Properties
Status:

MaxQutstandingR.ZT

iSCSI option : Maximum number of R2T (Ready To Transfer) PDUSs, that can be outstanding for a ta...

Min: 1 Max: 8

FirstBurstLength 16777215
iSCSI option : Maximum unsolicited data in bytes initiator can send during the execution of a single...

Min: 512 Max: 16777215

MaxBurstLength 16777215
iSCSI option : Maximum SCSI data payload in bytes in a Data-In or a solicited Data-0ut iSCSI sequ...

Min: 512 Max: 16777215

MaxRecvDataSeglen
CHAP... | Advanced... I 16777215

iSCSI option : Maximum data segment length in bytes that can be received in an iSCSI PDU.

Min: 512 Max: 16777215

OK I Cancel
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Configure port binding in VMware

9 Create a new vSwitch with two or more VMkernel ports and twGlBnterfaces

Figure21: vSwitch with two VMkernel ports

Standard Switch: vSwitchd Remove... P
WMk=rme! Port Physical Adapters
1A iSCsI2 @ B vmnic2 100C
vmk1 : 10.16.84.65 E@ vmnicl 100C
WMkame! Port
ei=le st Q.

vmk0 : 10.16.84.61
fed0::225:90ff:fef9:741d

For each VMkernel port, enable ti@verride switch failover modeind make sur¢hat only
one 10GbEadapter is enabled per port group. Additional cards must be moved to Unused
Adapters. To pedrm this task, select the ESXi5.x host, then selecCihafigurationtab,
Networking andthen the Propertiesof your iSCSI vSwitch. Select tBESI port groupclick on
Edit, and then select th&lIC Teamingab.

Figure22: VMkemel properties for iSCSI1 & iSCSI2

General I IP Settings | Security | Traffic Shaping NIC TEE”"""Q

—Policy Exceptions

Load Balandng: | IRoube based on the originating virtual part 1D ;I
Network Failover Detection: | ILink status only ;I
Motify Switches: r Ivas ;I
Failback: r Ivas ;I

Failover Order:
¥ Override switch failover order:

Select active and standby adapters for this port group. In a failover situation, standby
adapters activate in the order specfied below,

— Adapter Details

Mame:

Location:

Driver:

Name | Speed | Networks | Move Up
Active Adapters

BB vmnic2 10000 Full None

Standby Adapters

Unused Adapters

BB vmnic3 10000 Full 10.16.84.100-10.16.84.103

General I IF Settings I Security I Traffic Shaping NICTeam'”Q

— Policy Exceptions

Load Balancing: m IRoube based on the originating virtual port ID ;I
Network Failover Detection: m ILink status only ;I
Notify Switches: r IYes ;I
Failback: r IYes LI

Failover Order:
Iv¥ Override switch faiover order:

Select active and standby adapters for this port group. In a failover situation, standby
adapters activate in the order spedified below,

Mame ‘ Speed | Metworks

Active Adapters

B@ vmnic3 10000 Full 10.16.84.100-10.16.84.103
Standby Adapters

Unused Adapters

BB vmnic2 10000 Full None

— Adapter Details

Name:

Location:

Driver:

|

Note: Each port groupshouldhave only one active adapteMove all other adapters to the Unused Adapters

section.

Adding Port Groups to iISCSI Software Adapter

To perform this task, select the ESXi5.x host, thercséhe Configurationtab, Storage
Adaptersand then theRightClickon theiSCSI Software Adaptend selecProperties
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Slect theNetwork Configurationtab, click orAdd, and then selectSCSIOAndiSCSIOport
groups. ClicloK

Figure23: Properly added port groups on an iSCSI adapter

Getting Started | Summary | Virtual Machines ' Performance i Tasks & Events | Alarms ' Permissions | Maps ' Update Manager
Hardware Storage Adapters
Processors Device | Type | wwn I
Memary iSCSI Software Adapter
Storage |:@ vmhba37 iSCSI ign.1998-01.com.vmware:esx1-49850a8e: |
. ICH10 6 port SATA AHCI Controller
Metworking @ vmhban
» Storage Adapters @ vmhbaz2 @ iSCSI Initiator (vmhba37) Properties  ** = =
Metwork Adapters e vmhba33 i
Advanced Settings @ vmhbass General Network Configuration | Dynamic Discovery | Static Discovery |
Power Management (& vmhba3s VMkernel Port Bindings:
Software & vmhba3s Port Group + | VMkernel Adapter | Port Group Policy | Path Status I
Ls12008 & 10G-ISCSI (vSwitchl)  vmkl & Compliant 5 NotUsed
Licensed Features & wvmhbal ® 10G-ISCSI2 (vSwitchl)  vmk2 @ Compliat & LastActive
Time Configuration e wmhba2
DMS and Routing {3 wvmhba3
Authentication Services & vmhba4 o .
Power Management
Virtual Machine Startup/Shutdown add... .
Virtual Machine Swapfile Location e ;
Seaurity Profie Details VMkernel Port Binding Details:
Host Cache Configuration vmhba37 Virtual Network Adapter
System Resource Reservation Model: iSCSI S VMkernel: wmki
Agent VM Settings i5CSI Name: ign. 195 Switch: vSwitchl
Advanced Settings iSCSI Alias: Port Group: 106G - ISCSIL
Connected Targets: 3 . .
Port Group Policy: (V] Compliant
View: |Devices Paths| IP Address: 192.168.78.40
Name Subnet Mask: 255.255.255.0
| NEXENTA iSCS1 Disk (naa.600° IPv6 Address: fed0::250:56ff:fe63:6591/64
NEXENTA iSCSIDisk (naa.600 Physical Network Adapter
Name: vmnic2
Device: Intel Corporation 82599EB 10-Gigabit SFI/SFP+ Network Conn...
Link Status: Connected
Configured Speed: 10000 Mbps {Full Duplex)
Close |

Adding iSCSI Servers ESXHosts
In vSphere Client, you must add the iISCSI SeneadiovSphere host.

Log in to the vSphere Server.

Select thevSphere server(not a VM).
ClickConfiguation > Storage Adapters

Rightclick the iISCSI Storage Adaptard clickProperties
ClickDynamic Discovery Add.

=2 =4 =4 8
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Figure24: Adding a Target Server within Dynamic Discovery

Storage Adapters

Device | Type | WWN
i5CS1 Saftware Adapt; () iSCSI Initiator (vmhba37) Properties = =

{5 vmhba37

ICHIO 6 port SATA A oy I Network Configuration Dynamic Discavery I Static Discovery I
wvmhbat

wmhba32
wvmhba33 Discover iSCSI targets dynamically from the following locations {IPv4, IPvS, host name):
wvmhba34
wvmhba35
wvmhba36

Send Targets

iSCSI Server Location |

-

| x
vmhbat &

wvmhba2
wvmhba3
wvmhba4

iSCSI Server: [152.165.78.55]

lolololoRNalololololol

Port: 3260

Parent:

Details Authentication may need to be configured before a session can
@ be established with any discovered targets. e

vmhba37
Model: CHAP...
iSCSI Name:

iSCST Alias: z )
Connected Targets: —IEHE

View: |Devices Pal

Name TYE

Add... Remove | settings... |

Type thelP addresof the iISCSI server. CloK

ClickYesto rescan and discover the iSCSI device.
Figure25: iISCSI Device presented to ESX host

Details
vmhba37
Model: iSCSI Software Adapter
ISCSI Mame; ign. 1998-01.com.vmware:esx2-7 1fecefa
iSCSI Alias:
Connected Targets: 3 Devices: 1 Paths: 3
View: |Devices Paths
MName | Identifier | Runtime Name | Operational State | LUN |Type Drive Type
| NEXEMTAiSCSI Disk (naa.600144f090e9672100005637ddeal...  naa.600144... wmhba37:C0:T0:L0  Mounted 0 disk Mon-550

Adding iISCSI Storage to the vSphere Server using traditional client

9 ClickView > Inventory > Datastore and Datastore Clusters
1 RightClickon yourDatacenterand selectAdd Datastore
0 Select the Host you want to have access to the NFS datastore
0 ClickNext
0 SelectDisk/LUNas the Storage Type
0 ClickNext
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Figure26: iISCSI Storage Type

& Add Storage G = B

Select Storage Type
Spedfy if you want to format a new volume or use a shared folder over the netwark.,

Select Host Storage Type
= Disk/LUN
Select Disk/LUN
C Layout

* Disk/LUN
Create a datastore on a Fibre Channel, iSCSI, or local SCST disk, or mount an existing YMFS volume.

" Hetwork File System
Choose this option if you want to create a Network File System.

i] Adding a datastore on Fibre Channel or iSCSI will add this datastore to all hosts that have access
== .
to the storage media.

<Back | Next = I Cancel

Select theDiskand ClickNext

ClickNext

EnterDatastore Name This is a name used inside of vCenter to identify the
storage

SelectMaximum available space

ClickNext

ClickFinish The iSCSI datastore is available with hardware acceleration.

ConfigurePath Selection Policy for Rourfgiobin

The following steps will configure the ESX host to identifd@dentaStoBlock Devices and
assign them the Path Selection PolicwtW_PSP_R{Round Robin) and the Storage Array
Type Plugn to VMW_SATP_ALUA. We will also show how to modifydhhadrRobin 1/O policy
from the default settings to maximize Round Robin behaviiE ESX HOST WILL NEED TO BE
REBOOTED DURING THIS PROCESS

SSH to your ESX host and use the following commaakate a custom identification rule on
ALL ESX HOSTS

esxcli sorage nmp satp rule addvV NEXENTAMM COMSTARP VMW _PSP_RR
VMW _SATP_ALUA "NexentaStor Block Devices"

This command will add a SATP rule that will set the Path Selection PolitiWto PSP_Rf®r
any devices that have a Meddlbr oh afMmaEO8lFoAREXEN
set the Storage Array Type Pligto VMW_SATP_ALUA

REBOOT THE ESX HOST

Identify all the device IDs currently presented to the ESX host frorléxentaStoArrayand
confirm that the Path Selection PoliciMMIW_PSP_RR
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esxcli storage nmp device list | grep\NEXENTA { / { L 5Aal Q
This will return a list of devices with an output similar to this:

1 Device Display Name: NEXENTA iSCSI Disk
(naa.600144f090e9672100005637ddea0001)

esxcli storage nmp device listl naa.600144f090e9672100005637ddea0001| egrép
"Nexenta|Policy:"
Device Display Name: NEXENTA iSCSI Disk
(naa.600144f090e9672100005637ddea0001)

Path Selection Polic) MW_PSP_RR

Modify default Round Robin I/O Limits

To changehe Round Rbin 1/0O operatia limit, use the steps shown in the following ESXi
command lines.

To view the current Round Robin policy for a given device use the following commands

esxcli storage nmp device list|gred WYb9:-9b¢! A{/ {L 5A4&1Q
This will return a list of devices with anitput similar to this:

1 Device Display Name: NEXENTA iSCSI Disk
(naa.600144f090e9672100005637ddea0001)

esxcli storage nmp psp roundrobin deviceconfig get
naa600144f090e9672100005637ddea0001

Byte Limit: 10485760

Device: naa600144f090e9672100005637ddea0001
IOOperation Limit: 1000

Limit Type: Default

Use Active Unoptimized Paths: false

= =4 =4 4 A

As you can see the default policy has the paths being used e\@89 IOPS. If we want to have

a truly equally balanced Round Rolae need to modify this to every 1 IOP. These changes get
applied directly to the device so if you add additional iSCSI disks to the ESX environment you
will need to rerun the following command.

An easy way to loop through all tiNdexentaStoiSCSI devices that are currently presented to
this ESX host and modify the 1/0 Limit and type of policy would be the foll®emmy:

for disk in “esxcli storage nmp device list | awk /NEXENTA iSCSI Disk/i {print $7}-cct
37

do

esxcli storage mp psp roundrobin deviceconfig setl $disk-1 1-t iops
done

Use the following script to check that the changes were applied
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for disk in “esxcli storage nmp device list | awk /NEXENTA iSCSI Disk/i {print $7}'-ccit
37

do

esxcli storage nmp psp tndrobin deviceconfig getd $disk
done

Using VAAI for Block Storage

While NexentaStor 4.0.4 is fully VAAI Block certified, it also ships with VAAI support disabled by
default. In order to use VAAI Block on a fresh NexentaStor 4.0.4 system, the ubave/ilb
first enable the functionality on NexentaStor.

The process follows the steps below:

Enable ATS on NexentaStor
Upgrade NexentaStor
Reenable ATS on existing ESXi servers

The procedures and background information provided here summarize information provided in
VMware knowledge base articles. You are recommended to consult the original documents.
The following KB articles were reviewed by Nexenta in consultation with VMware:

1033665
2037144
2006858
2030416
2094604

In case of any issues with these procedures, you should first open support cases with VMware
and then, as needed, with Nexentajagt support.

Warning about upgrading without preparation

VMware and Nexenta both recommend against an upgrade that changes defaults without first
configuring ATS locking for affected datastores to be consistent with the new defaults. As per
VMware KB037144 datastores configured to use A®8ly locking fail to mount after an

upgrade that changes defaults to disable and do not showntipe vSphere client datastore

view. In this situation Nexenta recommends that you revert to the previously running snapshot,
thereby reverting the change in defaults, performing the preparatory steps outlined below,
then returning to the upgrade checkpi

1 To change ATS settings on NexentaStor requires a reboot. You can minimize reboots by applying configuration changegradiiogeyopr
system, as they will take effect if the settings are on the system at upgfadaaictl script, provided by Nexenta, may be used to enable VAAI
features. Download the vaaictl script from https:// nexenta.com/products/downloads/nexentastor in the NexentaStor Utditiems See
section Enabling ATS on NexentaStor for more details.
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If you are running ESXi 6.0 with mudiitent datastores mounted by multiple hosts, ysiwould
consult KBR2094604nd open a support caswith VMware as necessary, given the following
notice in that KB:

1 The combination of one host using AdI8y and another host using SCSI
Reserve/Release might result in file system corruption.

This can result from other procedures to disable ATS docteddoy VMware but not
recommended by Nexenta for this situation, including others from the listed KBs

Planning for upgrade

You should schedule a maintenance window to prepare for upgrades on ESXi hosts and
complete NexentaStor upgrades. As perkB0416 the datastore must be inactive (guests
must either be migrated off the datastore or powered off) before disabling ATS:

1 All virtualmachines must be migrated off the affected datastore, or powered off,
prior to running the below steps.

Enabling ATS on NexentaStor

To identify VMFS datastores using NexentaStor storage and check their ATS status, see the
section Identifying VMFS dataseoexents and checking ATS status.

To change ATS settings on NexentaStor requires a reboot. You can minimize reboots by
applying configuration changes before upgrading your system, as they will take effect if the
settings are on the system at upgrade.

The vaaictl script may be used to enable VAAI features. Download the vaaictl scrigtttpsi
/nexenta.com/products/downloads/nexentastan the NexentaStor Utilities section. Copy the

sci pt to admin’s home directory, and make sure
mode of the file:

1 #-bash4.2$chmod 555 ./vaaictl
To apply changes, ssh into the device as admin and run the following script:

1 #-bash4.2$sudo ./vaaictl--enable
If you need to disable VAAI thereafter, you can follow the previous steps, changing the
vaaictl invocation either to restore defaults, allowing the system to follow product defaults
again:

1 #-bash4.2$sudo ./vaaictl--default
or to disable exficitly:

1 #-bash4.2$sudo ./vaaictl--disable

All settings changes require reboot. You can check current settings using this invocation, which
will warn you if the config file has been changed without aeysteboot, which means that
settings on the raning system are uncertain:

1 #-bash4.2%$./vaaictl --status
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Identifying VMFS datastore extents and checking ATS status

VMFS datastores use one or more extents. All procedures assume that a datastore uses exte
backed exclusively by NexentaStor LUNsabe of datastores using extents backed by storage
from more than one vendor, you should open a support case with VMware to confirm
appropriate procedures and identify possible further sources of risk, opening joint support
cases with Nexenta and otherosage vendors as appropriate.

To enumerate mounted datastore and identify which extents they use, log into the ESXi console
and type the following from the ESXi console (ssh into the ESXi host(s), using what is also
termed “tech support mode”)

Figure27: Storage Extents

~ # esxcli storage wmfs extent list

Volume Name VMFS UUID Extent Number Device Name

Partition

hamdl-zval 546fcc0f-d20379dd-5ae5-002590daef3s 0
naa.&600144f0cl40cfeenions4sfcasdonz 1
lrtsesx0l-ds-01 53b43eld-deab8B71-1a8d-002590daefas 0
L10.ATAE ST100O0MMOO332D9ZM173 S21W11CAL
3

To confirm that an extent is backed by a NexentaStor block devicesxsie storage core

device list-d, as in our example:
Figure28: ESX Device List

~ # esxcli storage core device list -d naa.e00144f0cl40cfee0dl0s46fcasdonnz
naa.elolaafoclatcfeationssaafcasdonz

Display Name: NEXENTA Fibre Channel Disk
[naa.600144f0cl40cfeed00l546fcasdoanz)

Has Settable Display Name: true

Size: 2097152

DCevice Type: Direct-ACCess

Multipath Plugin: HNMP

Devis Path: /vmfs/devices/disks/naa.600144f0cl1e0cfee0000546fcasdoonz

vendor: NEXENTA

Model: COMSTAR

Revision: 1.0

SCSI Lewvel: 5

Is Pseudo: false

Status: on
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I= RDM Capable: true
I= Local: false
I=s Removable: falsze
Iz S5D: false
Is Offline: false
I= Perennially Re=serwved: falsze
Queue Full Sample Size: 0
Queue Full Threshold: 0O
Thin Provisioning Status: ves
Attached Filters:
VAAT Status: unknowr
Other UIDs:
vinl . 0200010000600144f0cla0cfee000546fcasdoonzaiafadsisaal
I= Local SAS Device: false
Iz USE: false
I=s Boot USE Device: false
Ho of cutstanding ICs with competing worlds: 32

Devices exported from NexentaStor are evident because the Vendor field is set to NEXENTA.
For each mounted datastore using NextaStaported extents, usgmkfstools-Phv1 /
vmfs/volumes/ to confirm that ATS is enabled, as in our example:

Figure29: ATS Mode Validation

~ # wvmkfstools -Phvl /vmfs/volumes /ham0l-zvOol

VMFS-5.60 file system spanning 1 partiticons.

File system label ({if any): ham0l-zwvwil

Mode: public ATS-only

Capacity 2 TB, 725.6 GB available, £ile block gize 1 MB, max file size

&2.39 TH

Volume Creation Time: Fri Nov 21 23:34:339 2014

Files (max/free): 1300007129613

Ftr Blocks (max/free): 64512/63162

Sub Blocks (max/free): 32000/31911

Secondary Pty Blocks [(max/free): 2567256

File Blocks (overcommit /used/overcommit %): 0/1353841/0

Pty EBlocks (overcommit /used/overcommit %): 0/1350/0

Sub Blocks (overcommit/used/overcommit %): 0/8%/0

Volume Metadata size: B14383104

UUID: 5&6fco0f-d440379dd-5ae5-0025904aefas

Partitions spanned {on "lvm"}:
naa.&600142f0clefcfeedinse6fcasdinnz:l

Is Native Enapshot Capable: YES

OBJLIE-LIE: CbiLib cleanup done.

The "ATSnly" output in the mode line indicates that the datastore is configured to use ATS. If
that element is not present in the mode line, the datastore is not configured to use ATS.

Disabling ATS on Existing 2atores
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If you need to disable VAAI, Nexenta recommends disabling ATS ordayiez basis,
consistent with VMwar2e0688 recommendation in KB

Disabling VAAI entirely on the ESXi host may introduce issues in the environment. Instead of
disabling VAAI for all devices, you can be disable it only for the affected LUN without impacting
other LUNSs.

To identify VMFS datastores using NexaStbr storage and check their ATS status, see the
section “ldentifying VMFS datastore extents a

To disable ATS, usenkfstools--configATSOnly 0 /vmfs/devices/disksas in our example:

Figure30: DisableATS Command

~ # vmkfstools --configATsOnly 0 fvmfs/devices/disks/
naa.600144f0cla0ctfeedioos4sfcasdon2: 1

The command will produce the following output, including a prompt to confirm the change of
settings:
Figure31: Disable ConfigATSOnly Result

VMware ESX Question:
VMFS on device naa.e00144f0cl40cfeednnos46fcasdoooz:l will be upgraded to or

downgraded from ATS capability. Please ensure that the VMF5-5 volume 1s not in
active use by any local or remote ESX 4.X Servers.

Continue with configuration of ATS capability?

0) _Yes
1) _Ko

Select a number from 0-1: 0

Checking if remote hosts are using this device as a valid file system. This may
take a few seconds...

Downgrading VMFS-5 on 'naa.&00142f0cl40cficeennddseefcasdoon2: 1 from ATS
capability...done

In case of any other output, you are recommended to open a support case with VMware,
requesting joint support from Nexenta as appropriate.

Once ATSonly mode has been disabled for the datastore, you may proceed with the upgrade,
checking guest I/O afterwds. VMware KB2006858provides a list of symptoms to check in
case resulting problems with storage availability are suspected or apparent

Enabling ATS on Existing Datastores

To identify VMFS datastores using NexentaStor storage and check their ATS status, see the
section “ldentifying VMFS datastore extents a
vmkfstools--configATSOnly 1 /vmfs/daees/disks/, as in our example:
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Figure32: Enable ATSOnly Command

~ # vmkfstools --configATsOnly 1 /vmfs/devices/disks/
naa.&00144f0claocfeedio0s4sfoasdonz 1

Confirm the disk name on the datastore inventory list within the vCenter Web Client.

The command will produce the following output, including a prompt to cortfimmchange of
settings:
Figure33: ATS Confirmation Prompt

VMware ESX Question:
VMFS on device naa.&00124f0cl40cfeeddlos4sfocasdinn2:1 will be upgraded to or

downgraded from ATS capability. Please ensure that the VMFS5-5 wvolume is not in
active use by any local or remote ESX £.X 22rvers.

Continue with configuration of ATS capabilitcy?

Figure34: Enable ConfigATSOnly Result

0} _Yes
1} Mo

Select & number from 0-1: 0O

Checking if remote hosts are using this device as a valid file systcem.

This may take a few seccnds...
Downgrading VMFS-5 on 'naa.e00144f0cl40cfee0ni0seefcasdonnz: 17 from

ATS capabilicy...done

In case of any other output, you are recommended to open a support case with VMware,
requesting joint support from Nexenta as appropriate.

Once ATSonly mode has been enabled for the datastore, you may proceed with the upgrade,
checking guest I/O afterwds. VMware KB2006858provides a list of symptoms to check in
case resulting problems with storage availability are suspected or apparent.

Validate VAAI is Enabled

To validate that VAAI has been enabled, log into the vSphere Web Client and navigate

| vCenter Inventory ListsDataStores
RightClickon the table and select Show/Hide Columns and select Hardware Acceleration. The
iISCSldatat or es wi | | now show “Supported?”
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Figure35: VAAI Supported Datastores

B} vsan3-datastore1 & Mormal VMFS5 Unknown 110.ATA WDC_WD2503ABYXZDO1WERA1 2
B Datastore & Mormal VMFS5 Supported naa.6001441080e9672100005637ddealnn:1 i}
g9

E4 100GBISCS| @ Normal VMFS5 Supported naa 600144f090e967210000563917640002:1

CONCLUSION

NexentaStor Arrays provide higldyailable, performant storage for a VMware vSphere
environment. Ultilizing either NFS or iSCSI solutions will allow for a robust solution providing
thousands of IOPS fgour virtualized environment.

© 2015 Nexenta Systems. Page36



(p nexenta

Global Leader in Software Defined Storage.

Figure 1: Typical HA Configuration with Multiple JBODS...........ccoooiiiiiiiiiiiiiiiieeeeeee 7
Figure 2: High Availability Nebrk Configuration.............cccooeeeeeiiiiiieeeieeeeeeee, 8
Figure 3: Create Network INtErfaCe...........oovvvveiiiiiiiieeeeiee e 10
Figure 4: Dataset Creation WizZard...............ccoiiiiiiiiiiiiiiiiiceeeee e 11
Figure 5: Folder Creation SCIEEN.........uii ittt 12
Figure 6: FOlder PrOperties.. ... ..ccooiiiiiieoieee oottt aeeeeanees 13
Figure 7: Editing NFS ACCESS RIGNIS.....coiiiiiiiii e 14
Figure 8: Disabling ANONYMOUS ACCESS . .uuuiiiiieieiiiieeiieeeeeeeeeeeeeeeaeeeeaeeaeeeeaeeeee e ere e eeeeeeans 14
Figure 9: Accessing ESX Advanced SettingS...........cccoovviiiiiiiiiiiiiieeeeeeeeeeeeeeaeeneees 16
Figurel0: VMware NFS AdVANCe SEttiNgS........cuuiiiieiiiiiiiiiiiiiiiee e e e 16
Figure 11: vSphere Clent lOgIN..........oooiiiiiiiiiieeeeeee e 17
FIgure 12: NFS StOrage Ty ..ottt a e e e e e e e e e aaeas 18
Figure 13: NFS Connection PEOJES..............oooviiiiiiiiiieeeeeeeeeeeeese e 18
Figure 14: Creating INitiator GrOUPRS.......cccoeeeieeiie et aeeeeneeannees 20
Figure 15: Creating Target GrOURS .......cuutieeaaaaiaiirteiieteeeae e e e s s et ree e e e e e e e e s s anannseeeeeeeas 21
Figure 16: ZVOL Creation OPLIONS. ........uui ittt e e 22
Figure 17: HOW to Map @ ZVOL......oooiiiiiiiiieeeeeeeeeeeet e 23
Figure 18: Adding the iISCSI Software Adapler.........cccccviiiiiiiiiieeicee e, 23
Figure 19Finding the IQN of the iISCSI Software Adapier.........cccccevvieiiiiiiiiiiiee e, 23
Figure 20: Advanced Settings for iISCSI Parameters..........ccvvvvveiiiiiiiiiiiiiiiiiiieeeee e 24
Figure 21: vSwitch with two VMKernel POITS.........oooiiiiiiiiiiieeeee e 25
Figure 22: VMkernel properties for iSCSIL & ISCSI2...........eeeiiiiiiiiiiiiiiiiiiiiiieeeeeeeees 25
Figure 23: Properly added port groups on an iSCSl adapter...........ccccoeeeeeeviiiniiienieeeee, 26
Figure 24: Adding a Target Server within Dynamic DiSCONEIY..............uvuevrueermmrmnnnnnnnnnnnns 27
Figure 25: iISCSI Device presented t0 ESX.NQSt.......cooooiiiiiiiiiiiiiieeee 27
Figure 26: iISCSI StOrage Ty e . ..coi ittt e e e e s s e e e e e e e e e e eanreeees 28
Figure 27: Storage EXIENIS.........ooo it e e 32
Figure 28: ESX DEVICE LISL.....ccoeeiiiiiii ittt e e e e e aaaaas 32
Figure 29: ATS Mode Validation.............uuueeuieeeiiiiieisss s e e e e e e e e e e e e aeaaaaaaaaaaaaes 33
Figure 30: Disable ATS COMMANG...........coooiiiiiiiieeeeeeeeeeeeeeeeee s 34
Figue 31: Disable ConfigATSONlY RESUIL.........coooiiiiiiiiiiiiee e 34
Figure 32: Enable ATSONlY ComMMAaNd.........coooiiiiiiiiiiiiiiiiiiiieiiiiiiieii s 35
Figure 33: ATS Confirmation Prompt...........uiiiiiiiiiiiies et 35
Figure 34: Enable ConfigATSONIY RESUIL..........ooviiiiieiieei s 35
Figure 35: VAAI SUpPPOrted DataStOLES ... ...coeeieeeeeiieeiieeeeee e e e e eee e ee e ee e e e e e e e e eeeeeees 36

© 2015 Nexenta Systems. Page37


file:///C:/Users/ericr/Google%20Drive/VMware%20Best%20Practices/NexentaStor%20Solutions%20Guide%20for%20vSphere%20v13-ER.docx%23_Toc437930440
file:///C:/Users/ericr/Google%20Drive/VMware%20Best%20Practices/NexentaStor%20Solutions%20Guide%20for%20vSphere%20v13-ER.docx%23_Toc437930441

O nexenta

Global Leader in Software Defined Storage.

Abbreviations

ATS Atomic Test & Setan instruction used to write to a memory location and return its old
value as a single atomic (i.e., nimterruptible) operation

LACP Link Aggregation Control Protocol (LACP)

NFSD Service that answers NFS requests from client machines.

PSP Path Selection Plugins

SATP Storage Array Type Phig

VAAI vStorage API for Array Integration (VAAI) is an application program interface (API)
framework from VMware that enables certain storage tasks, such as thin provisioning,
offloaded from the VMware server virtualization hardware to the storage array.

Z\VOL Block based, iSCSI presented device
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